Eddy correlation flux measurements: The sediment surface area that contributes to the flux
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Abstract

We investigated the size and shape of the area on the sediment surface, the so-called footprint, that contributes to the flux in subaqueous eddy correlation measurements. Tracer tracking simulations were performed for a dissolved conservative tracer released from the sediment surface into a current-driven flow not affected by density stratifications and surface waves. Simulations revealed that the footprint length (l) can be calculated as \( l = -2.783 - 158.7h + 159.2h^2 - 120.8h \log(z_0) \) (all units in m) for eddy correlation measurements heights (h) between 0.05 and 0.3 m above the sediment surface and for sediment surface roughness parameter (z_0) values between 7.04 \times 10^-6 and 0.01 m. The upstream distance (x_{max}) to the location that contributes the strongest flux signal can likewise be estimated as \( x_{max} = -0.09888 - 11.53h^2 + 10.25h^2 - 6.650h \log(z_0) \). Because vertical turbulent mixing scales with mean current velocity, l and x_{max} are independent of current velocity. The footprint width (w) can be calculated as \( w = 6.531h \). These expressions were developed for water depths (H) of \( H > 27h \). In the depth interval \( 6.7h < H < 27h \), l can be calculated by multiplying the length, as given above, by the factor \( 1 + 8.347 \exp(-0.2453 H/h) \), whereas x_{max} is independent of H. For \( H < 6.7h \), the tracer transfer rate over the air-water interface controls the size and shape of the footprint. All expressions are valid for isotropic turbulence, but as a first-order estimate, the expressions for l and x_{max} also hold for anisotropic conditions. In contrast, w scales with \( \sqrt{E_i/E_z} \), where \( E_i \) and \( E_z \) are the transverse and the vertical eddy diffusivity, respectively. Finally, we describe how site-specific values of \( z_0 \) and levels of anisotropy in a turbulent near-bottom flow can be extracted directly from eddy correlation measurements.

For decades the eddy correlation technique has been used to determine land-atmosphere and sea-atmosphere exchanges of energy, water vapor, and gases (e.g., Swinbank 1951; Baldocchi et al. 1988; Wyngaard 1989). Recently, the technique has also been adapted for dissolved species in the aquatic environment by Berg et al. (2003) and Kuwae et al. (2006), who determined sediment-water fluxes of O2 from high-resolution measurements of vertical velocity and O2 concentration. The velocity was recorded with an acoustic Doppler velocimeter (Nortek AS, or SonTek/YSI), and the O2 concentration was measured with a fast Clark-type microelectrode (Revsbech 1989). Berg et al. (2003) typically measured these two variables 0.15 m above the sediment surface at 25 Hz, and extracted O2 exchange from 10-min-long time series. Sediment-water fluxes of species other than O2 can also be determined through eddy correlation measurements if the appropriate chemical sensors are available.

The eddy correlation technique has significant advantages over traditional methods such as laboratory incubations of sediment cores and in situ chamber incubations. For example, measurements are made under true in situ conditions, i.e., without disturbing the sediment, and under natural light and hydrodynamic conditions. For that reason, the technique is superior to traditional methods in most applications and can also be used specifically for bioirrigated or highly permeable sandy sediments where traditional methods fail.

Given the novelty of the eddy correlation technique in the aquatic environment, many aspects associated with the approach need to be investigated. In this paper, we focus on the sediment surface area that contributes to the flux determined with the technique. This area is usually referred to as the source-weight function or simply the footprint in the atmospheric boundary layer literature. Here, we have adopted the latter term. The field conditions we consider include a broad variety of water depths and sediment surface roughnesses exposed to different unidirectional mean current velocities. We have limited our study to field conditions that are representative of natural light and hydrodynamic conditions.
conditions with negligible influence from surface waves and insignificant water-column density stratification.

Intuitively, one can predict that the footprint has a long oval shape and is located upstream from the point where the vertical velocity and the species concentration are measured (Fig. 1A). In order to study the size and shape of the footprint in a systematic way, an exact definition of this area is required. Here, we have adopted the definition from the atmospheric boundary layer research as the smallest area on the sediment surface that contributes 90% of the flux registered at the measuring point (e.g., Leclerc and Thurtell 1990; Schuepp et al. 1990; Schmid 2002). It would be obvious to apply the results from these studies directly to the aquatic environment. However, this is generally not possible because the water depth, as we show here, exhibits a major control on the footprint. Given the difficulties associated with examining the footprint experimentally, we have chosen a theoretical tracer tracking approach based on detailed three-dimensional (3D) mathematical modeling of the transport and dispersion of a dissolved conservative tracer in a turbulent near-bottom flow.

Methods

*Mathematical formulation*—The 3D mathematical formulation of solute transport in a turbulent flow used in our modeling is

\[
\frac{\partial C}{\partial t} = \frac{\partial}{\partial x} \left( (D + E_x) \frac{\partial C}{\partial x} \right) + \frac{\partial}{\partial y} \left( (D + E_y) \frac{\partial C}{\partial y} \right) + \frac{\partial}{\partial z} \left( (D + E_z) \frac{\partial C}{\partial z} \right) - \overline{u_x} \frac{\partial C}{\partial x},
\]

where \( t \) is time; \( x, y, \) and \( z \) are directions in a Cartesian coordinate system (Fig. 1A); \( C \) is time-averaged species concentration; \( \overline{u_x} \) is time-averaged current velocity parallel to the \( x \) axis; \( D \) is molecular diffusivity; and \( E_x, E_y, \) and \( E_z \) are the turbulent eddy diffusivities in the \( x, y, \) and \( z \) directions. It should be noted that due to averaging and the choice of coordinate system (Fig. 1A), Eq. 1 only contains an advective term in the \( x \) direction. For further details on this time averaging and the derivation of Eq. 1 from the general 3D mass-conservation equation in a turbulent flow, see, for example, Stanišić (1985) or Boudreau (1997).

For the vertical eddy diffusivity \( (E_z) \) in Eq. 1, we adopted the following empirical relationship (Rattray and Mitsuda, 1974; Wiberg and Smith, 1991; Boudreau, 2001) and assumed the turbulence to be isotropic:

\[
E_z = \kappa u_* z \quad \text{for} \quad z \leq \frac{H}{15.6\kappa},
\]

\[
E_z = \frac{u_* H}{15.6} \quad \text{for} \quad z > \frac{H}{15.6\kappa},
\]

where \( \kappa \) is von Karman’s constant (0.41), \( u_* \) is friction velocity, \( z \) is height above the sediment surface, and \( H \) is water depth. The assumption of the isotropic nature of the turbulence in the near-bottom flow, the expression for \( E_z \), and their effects on the footprint are examined in detail below.

Finally, the variation of the mean current velocity \( (\overline{u_x}) \) as a function of \( z \) is described as

\[
\overline{u_x} = 0 \quad \text{for} \quad z \leq z_0
\]

\[
\overline{u_x} = \frac{u_*}{\kappa} \ln \frac{z}{z_0} \quad \text{for} \quad z_0 < z \leq \frac{H}{15.6\kappa},
\]

\[
\overline{u_x} = \frac{15.6u_*}{H} \left( z - \frac{z^2}{2H} \right) + \frac{u_*}{\kappa} \left( \frac{H}{15.6\kappa z_0} - 1 + \frac{1}{31.2\kappa} \right)
\]

for \( z > \frac{H}{15.6\kappa} \)

where \( z_0 \) is the sediment surface roughness parameter. The classical log profile in the interval \( z_0 < z \leq \frac{H}{15.6\kappa} \) can be derived from Eq. 2 and \( \tau_x = \rho K_d \overline{u_x} dz \), assuming that shear stress \( (\tau_x) \) is constant and equal to the shear stress at the bottom \( (\tau_b = \rho u_*^2) \) in this layer and that \( E_z = K_z \), where \( K_z \) is the eddy viscosity and \( \rho \) is the density. The parabolic profile in the interval \( z > \frac{H}{15.6\kappa} \) is also consistent with Eq. 2 as it can be derived assuming a linear increase in shear stress with depth from a value of zero at the air-water interface. Because velocities at values of \( z \leq z_0 \) are very small and contribute negligibly to tracer transport, we set \( \overline{u_x} = 0 \) for \( z \leq z_0 \) in Eq. 3.

*Numerical solution*—No universal analytical solution to Eq. 1 in combination with Eqs. 2 and 3 exists. For that reason, we solved Eq. 1 numerically. A steady-state solution of Eq. 1, with an adequately high-resolution discretization in the \( x, y, \) and \( z \) directions, is often computationally demanding. Furthermore, a detailed analysis of the size and shape of the footprint demands numerous solutions to cover all field conditions of interest. For that reason, we developed a numerical scheme for solving Eq. 1 that requires minimal computation time. We used a control volume approach in this formulation (Patankar 1980), where each solution is produced as a transient simulation continued until steady state is reached. The minimal use of computation time was achieved in part by separating the full 3D solution into a series of two-dimensional (2D) solutions as follows.

In the direction of the mean current velocity \( (\overline{u_x}) \) (Fig. 1A), advection is much more important than molecular or turbulent eddy diffusion. This essentially means that any given point in the calculation domain is only influenced by conditions upstream of that point, and thus is independent of downstream conditions. For that reason, the full 3D transient solution at any time step can be produced efficiently as a series of 2D solutions in the \( y-z \) plane (Fig. 1A), starting at the upstream boundary and successively moving in the downstream direction. This highly
beneficial characteristic is formulated numerically by approximating the advective term in Eq. 1 with an upstream discrete approximation as \((\pi \partial \mathcal{C}/\partial x) \approx \pi \varepsilon_i (\mathcal{C}_i - \mathcal{C}_{i-1})/\Delta x\) for \(\bar{u}_x > 0\) (e.g., Patankar 1980).

At each time step, the 2D transient solutions for each \(y-z\) plane are produced by the stable and efficient "implicit alternating direction method" (Douglas 1955; Peaceman and Rachford 1955; summarized by Carnahan et al. 1969). It should be noted that the diffusive term in Eq. 1 for the \(x\) direction is not neglected in this scheme but is included using a simple explicit central difference approximation (e.g., Patankar 1980). To further minimize computation requirements, the finest control volume discretization is prescribed where the numerically largest second derivatives of \(\mathcal{C}\) in Eq. 1 are expected. Also, because all solutions to Eq. 1 sought here exhibit symmetry around the \(x-z\) plane, \(y = 0\) (Fig. 1A), solutions are only computed for \(y \geq 0\) and then mirrored around this plane. This reduces the computational effort by a further factor of two.

Mapping out the footprint—The size and shape of the footprint for a given water depth \((\mathcal{H})\) friction velocity \((u_*\)) sediment surface roughness parameter \((z_0)\), and measuring height \((h)\) above the sediment surface are determined in a several-step process. The key element is a determination of the signal strength at the measuring point from a known flux released at different locations on the sediment surface. This information is extracted from one single steady-state tracer tracking simulation as follows.

The projection of the control volume discretization onto the sediment surface separates it into a series of rectangular elements (Fig. 1B). The downstream transport and dispersion of a conservative tracer released at a constant rate from one surface element located on the symmetry line is then determined by solving Eq. 1 in combination with Eqs. 2 and 3. A zero tracer release is imposed for all other surface elements. All other boundary conditions are outlined below. This single steady-state simulation reveals the tracer flux distribution through the entire \(x-y\) plane at \(z = h\), which contains the measuring point (Fig. 1B). The distribution is then used to derive, for each individual surface element, the flux that is registered at the measuring point when the tracer is released from the surface element. This new distribution is then sorted in decreasing order, and a new variable is defined as the flux contributions multiplied by the surface element areas of their origin. Since the principle of superposition applies to solutions of Eq. 1, the new variable is summarized in the sorted order until the cumulative value has reached 90% of the imposed tracer released in the tracer tracking simulation. All of the surface elements accounted for in this sum together form the footprint. Due to the rectangular shape of the surface elements (Fig. 1B), the contour of the footprint is not a smooth curve. As a final step, a smooth contour is obtained simply through interpolation in both the \(x\) and \(y\) directions between all pairs of surface elements adjacent to the boundary of the footprint. This procedure uniquely defines the size and shape of the footprint as the smallest area on the sediment surface that contributes 90% of the flux registered at the measuring point for the chosen values of \(H\), \(u_*\), \(z_0\), and \(h\).

**Initial and boundary conditions**—A zero tracer concentration is used as the initial condition in the tracer tracking simulations. The boundary condition at the lower boundary, the sediment surface, is described above. At the upper boundary, the air-water interface, the tracer exchange \((J_{\text{air-water}})\) is given by the following expression (e.g., Liss and Slater 1974; Marino and Howarth 1993; Borges et al. 2004),

\[
J_{\text{air-water}} = k\Delta \mathcal{C}_{\text{air-water}},
\]

where \(k\) is the transfer coefficient, often referred to as the piston velocity, and \(k\Delta \mathcal{C}_{\text{air-water}}\) is the concentration difference over the thin film on the water side of the interface through which the transport occurs by molecular diffusion. More sophisticated expressions exist for this exchange, but the one adopted here is the most widely known and used.

A zero flux is imposed at the upstream boundary as the result of the initial condition of zero concentration and in the absence of concentration gradients at this boundary. A zero concentration gradient is specified at the downstream boundary. This condition neglects any diffusive transport across the boundary, but as argued above, molecular and turbulent eddy diffusion are insignificant relative to advection in the \(x\) direction. At the boundary \(y = 0\), symmetry in the solution is imposed. At the remaining boundary, perpendicular to the \(y\) axis, a zero flux is imposed.
Test of numerical solution—It is impossible to set up an experiment in a flume or in situ from which one can map out the 90% footprint. For that reason, we tested our numerical scheme under several simplified conditions for which analytical solutions exist. For example, neglecting the $x$ and $y$ directions and considering only steady-state conditions, Eq. 1 simplifies to $\partial[(D + E_z) \partial \bar{c} \partial z]/\partial z = 0$, which, when combined with $E_z = \kappa u_* z$ (Eq. 2), can be solved analytically. The equivalent numerical solution was produced with a typical control volume discretization used in the tracer tracking simulations and gave the same result within 0.07%. Similar tests were conducted for the $y$ and $x$ directions with the same result.

Furthermore, the tracer tracking simulations that produced the largest footprint (outlined below) were repeated with a calculation domain extended by a factor of two in all three directions. This larger calculation domain gave the same footprint, confirming that all boundary conditions were imposed at adequate distances from the tracer release in all simulations. Likewise, the simulation leading to the smallest footprint was repeated with a control volume discretization that was refined by a factor of two in all three directions. This finer spatial resolution also resulted in the same footprint, revealing that an adequately fine control volume discretization was used in all simulations. As a final test of our numerical procedure, we compared the length of a predicted footprint with simplified analytical solutions derived in the field of atmospheric boundary layer research. These comparisons are described below.

Results and discussion

Footprint characteristics—Some key characteristics of footprints and their dependencies are illustrated in Figs. 2 and 3. The oval-shaped footprint shown in Fig. 2A, some 70-m long and 2-m wide, was calculated for a water depth ($H$) of 15 m, a measuring height ($h$) of 0.3 m, a sediment surface roughness parameter ($z_o$) of 0.001 m, and a friction velocity ($u_*$) of 0.00818 m s$^{-1}$. These values of $z_o$ and $u_*$ correspond to a mean current velocity ($\bar{u}_c$) of 0.1 m s$^{-1}$ at 0.15 m above the sediment surface (Eq. 3). A discretization of $150 \times 50 \times 200$ control volumes in the $x$, $y$, and $z$ directions was used. The largest contribution to the flux at the measuring point was found for a point at the sediment surface located 3.3 m upstream from the measuring point (Fig. 2B). Further upstream from this maximum, the flux contribution tapered off over a relatively long distance. Obviously, the flux contribution along the $x$ axis exhibits symmetry around the $x$ axis (Fig. 2C).

The footprint is defined as the smallest sediment surface area that contributes 90% of the flux registered at the measuring point. A lower defining percentage reduces the size of the footprint noticeably (Fig. 3A), but the characteristic shape of the footprint is maintained. A reduction in footprint size is likewise attained when the measuring point is moved down toward the sediment surface (Fig. 3B). Again, the characteristic shape of the footprint is maintained.

For a given $\bar{u}_c$, the sediment surface roughness parameter ($z_o$) exerts a major control on friction velocity ($u_*$) (Eq. 3) and eddy diffusivities ($E_x$, $E_y$, $E_z$) (Eq. 2), and thus, on the footprint (Fig. 3C). A rougher sediment surface will result in more vigorous turbulence that will transport the flux signal faster upward toward the measuring point and reduce the length of the footprint. The footprints here (Fig. 3C) indicate that footprint width is not affected by $z_o$. This is examined in detail below.

A strong correlation exists between footprint length and water depth ($H$) (Fig. 3D). The maximum values of $E_x$, $E_y$, and $E_z$ are proportional to $H$ (Eq. 2), which explains why the size of the footprint depends on $H$, at least for $H$ below a certain threshold value. For $H = 0.3$ m, $z_0 = 0.001$ m, and $u_* = 0.00818$ m s$^{-1}$, this threshold is found to be around 10 m. For smaller $H$, the footprint becomes markedly larger, as the maximum values of $E_x$, $E_y$, and $E_z$ decrease (Eq. 2). At $H = 2$ m, the footprint is some 2.5 times longer than that for $H = 12$ m (Fig. 3D). Additional footprint predictions for the same values of $h$, $z_0$, and $u_*$ revealed that air-water tracer exchange (Eq. 4) only affects the

![Fig. 2](image_url)
footprint for $H < 2$ m. A simple comparison of realistic molecular diffusivities ($D$, Eq. 1) for any soluble gases with $E_c$, $E_v$, and $E_z$ (Eq. 2) reveals that molecular diffusion is insignificant and does not affect the footprint.

For water depths large enough not to affect the footprint, comparisons can be made with results from atmospheric boundary layer research. One of the early expressions for the length of the footprint ($l$) was derived analytically by Gash (1986) for a neutrally buoyant atmosphere, and was based on a simplified 2D formulation in the $x$ and $z$ direction (Fig. 1A). Estimating $l$ from this expression with the same parameter values as for the footprint shown in Fig. 2 gives $l = 80.0$ m. A more recent expression, derived by Hsieh et al. (2000), also for a 2D neutral atmospheric boundary layer flow, gives $l = 77.3$ m. Our calculation of this footprint gave $l = 72.7$ m. We believe that this small difference arises primarily from the simplified 2D formulation used by Gash (1986) and Hsieh et al. (2000) rather than the full 3D formulation used in our approach.

Footprint analysis at larger water depths—We performed an extensive analysis of the footprint and its dependencies for a variety of realistic field conditions, including different mean current velocities and sediment surface roughnesses. These results were used to derive simple expressions for the length and width of the footprint and the upstream distance from the measuring point to the location with the largest flux contribution.

The first analysis was done at a constant water depth ($H$) of 15 m, large enough that the footprint is independent of $H$ (Fig. 3D). The mean current velocity ($\bar{u}_c$) given for a height ($z$) of 0.15 m above the sediment surface was varied from 0.01 to 0.5 m s$^{-1}$ (Table 1). Both hydraulically smooth and rough surfaces were included in the analysis. For the former, the sediment surface roughness parameter ($z_0$) was defined as (e.g., Schlichting 1979)

$$z_0 = \frac{v}{9u_e},$$

where $v$ is the kinematic viscosity. A value of $v = 1.3 \times 10^{-6}$ m$^2$ s$^{-1}$ (10$^\circ$C) was used in all calculations. Values of $z_0$ and friction velocity ($u_e$) corresponding to the specified value of $\bar{u}_c$ were found by combining the log profiles in Eq. 3 and Eq. 5 to obtain the following iterative expression

$$u_{e, n+1} = \frac{\bar{u}_c k}{9z_0 H} \ln \frac{z}{y},$$

where $n$ represents the iteration step. For the hydraulically rough sediment surfaces, $z_0$ was varied from 0.0001 to 0.01 m (Table 1), and values of $u_e$ for known values of $\bar{u}_c$ and $z$ were found from Eq. 3. For all 23 combinations of $\bar{u}_c$, $u_e$, and $z_0$ (Table 1), footprints were predicted for measuring heights ($h$) of 0.05, 0.1, 0.15, 0.2, 0.25, and 0.3 m above the sediment surface.

Several important characteristics can be seen from the length ($l$) and width ($w$) of all 138 predicted footprints and the upstream distances ($x_{max}$) from the measuring point to the location with the largest flux contribution (Fig. 4). Firstly, the variation of $l$ and $x_{max}$ depends on two variables, $z_0$ and $h$, and is independent of $\bar{u}_c$ (Fig. 4A,B). The latter can be explained as follows. For any rough sediment surface with a given $z_0$, an increase in $\bar{u}_c$ leads to a faster horizontal transport of the flux signal downstream toward the measuring point. At the same time, the increase in $\bar{u}_c$ increases the turbulence mixing (Eq. 2), which results in faster vertical transport of the flux signal upward toward...
Table 1. Combination of parameters in the first footprint analysis performed for a water depth of 15 m. All values of the mean current velocity ($\overline{u}_c$) are specified at 0.15 m above the sediment surface. For each $\overline{u}_c$, and corresponding values of friction velocity ($u_*$) and surface roughness parameter ($z_0$), the footprint was calculated for measuring heights of 0.05, 0.1, 0.15, 0.2, 0.25, and 0.3 m above the sediment surface.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>0.01</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_*$ (m s$^{-1}$)</td>
<td>$6.32 \times 10^{-4}$</td>
<td>$0.00260$</td>
<td>$0.00482$</td>
<td>$0.00897$</td>
<td>$0.0129$</td>
<td>$0.0206$</td>
</tr>
<tr>
<td>$z_0$ (m)</td>
<td>$2.29 \times 10^{-4}$</td>
<td>$5.58 \times 10^{-5}$</td>
<td>$3.01 \times 10^{-5}$</td>
<td>$1.61 \times 10^{-5}$</td>
<td>$1.12 \times 10^{-5}$</td>
<td>$7.04 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

the measuring point. These two mechanisms compensate fully for one another, thereby making $l$ and $x_{max}$ independent of $\overline{u}_c$. It should be noted that the expression derived by Hsieh et al. (2000) for neutrally buoyant atmosphere boundary flow shows the same independency. Secondly, the variation of $w$ depends on only one variable, $h$ (Fig. 4C), and is independent of $\overline{u}_c$ and $z_0$. This important characteristic can be explained along the same lines as the independence of $l$ and $x_{max}$ from $\overline{u}_c$. This extreme simplicity allows the width of all footprints ($w$) to be calculated from the measuring height ($h$) via a linear fit to the data (Fig. 4C; $R^2 = 1.0000$):

$$w = 6.531h.$$ (7)

Figure 5 shows all values of $l$ and $x_{max}$ from Fig. 4 but plotted as a function of $z_0$ on a log axis. This presentation indicates a clear linear dependency for both $l$ and $x_{max}$ in relation to $z_0$. Thus, linear fits of the form $a + b \log(z_0)$, where $a$ and $b$ are fitting parameters, result in pairs of $a$ and $b$ for both $l$ and $x_{max}$ (Fig. 6). Further analysis reveals that $a$ for both $l$ and $x_{max}$ can be fitted with second-degree polynomials of the form $a = a_1 + a_2 h + a_3 h$, and that $b$, again for both $l$ and $x_{max}$ can be fitted with linear fits of the form $b = b_1 h$. Consequently, all $l$ values and $x_{max}$ values (Fig. 4) were fitted separately with functions of the form $a_1 + a_2 h + a_3 h + b_1 h \log(z_0)$. The resulting two fits, one for the footprint lengths ($l$) and one for the upstream distances ($x_{max}$) from the measuring point to the location with the largest flux contribution, allow these two key variables to be calculated from the measuring height ($h$) and the sediment surface roughness parameter ($z_0$) as (all units in m)

$$l = -2.783 - 158.7h + 159.2h^2 - 120.8h \log(z_0) \quad (8)$$

and

$$x_{max} = -0.09888 - 11.53h + 10.25h^2 - 6.650h \log(z_0). \quad (9)$$

These simple correlations accurately reproduce both $l$ ($R^2 = 1.000$) and $x_{max}$ ($R^2 > 0.9996$) determined from all the detailed and involved tracer tracking simulations (Fig. 4).

Footprint analysis at smaller water depths—In the second analysis, the effect of water depth ($H$) on the footprint was examined. This was done through multiple repetitions of the three simulations with sediment surface roughness parameters ($z_0$) of $2.29 \times 10^{-4}$, 0.001, and 0.01 m (Table 1), and with $H$ reduced incrementally from 15 m to 12, 9, 6, 5, 4, 3, 2.5, 2.0, 1.75, 1.5, 1.25, 1.0, 0.75, and 0.5 m.

The prediction of transfer coefficients ($k$) for air-water exchange of water soluble gases (Eq. 4) is not trivial, and site-specific $k$ values are often associated with uncertainties of several factors (Kremer et al. 2003; Borges et al. 2004). For that reason, we limited this analysis to include only water depths unaffected by this exchange. These $H$ values were identified by performing each of the simulations outlined above with two different $k$ values, one that in a practical sense was infinitely large and one that was zero. For all 90 combinations of $z_0$, $H$, and $k$, footprints were calculated for measuring heights ($h$) of 0.05, 0.1, 0.15, 0.2, 0.25, and 0.3 m above the sediment surface (Fig. 7), and the results were used to derive a simple correction for the footprint length ($l$) given by Eq. 8.

The results (Fig. 7) revealed that three regimes of $H$ exist in which the dependency of $l$ varies: one where $l$ is independent of $H$ and $k$, one where $l$ depends on $H$ but is independent of $k$, and one where $l$ depends on both $H$ and $k$. One characteristic of the simulations with a zero $k$ value (Fig. 7, filled circles) is that $l$ increases rapidly below certain $H$ values and diverges markedly from the simulations with an infinitely large $k$ value (open circles). Water depths ($H$) where the air-water transfer rate affects the length of the footprint are proportional to the measuring height ($h$) and can be estimated as

$$H = 6.7h. \quad (10)$$

Only $H$ values larger than this threshold are considered here, and the selected data were represented by one single
fitting function through a two-step scaling process. First, for each given value of $z_0$ and $h$ (Fig. 7), all corresponding $l$ values were divided by the $l$ value for $H = 15$ m. For each $h$ value, this gave one series of scaled $l$ values (data not shown) that can be described by a function of the form $1 + c_1 \exp(-c_2 H)$, where $c_1$ and $c_2$ are fitting parameters. A further analysis of these scaled $l$ values revealed that all data could be represented by one single function after normalizing all $H$ values with $c_3 h$, where $c_3$ is a scaling parameter. The resulting function is of the form $1 + c_1 \exp(-c_2 H/c_3 h)$, which simplifies to $1 + c_1 \exp(-c_4 H/h)$, with
the unique fitting parameters $c_1$ and $c_4$. Values for $c_1$ and $c_4$ were found by fitting all scaled $l$ values as a function of $H/h$ ($R^2 = 0.9746$; Fig. 8). Thus, for smaller water depths ($H$) and a given measuring height ($h$), the length of the footprint ($l$) can be estimated as $l$ calculated from Eq. 8 multiplied by the following factor

$$F = 1 + 8.347 \exp \left(-0.2453 \frac{H}{h} \right). \quad (11)$$

Water depths ($H$) where this correction is required depend on the measuring height ($h$) and can be calculated as

$$H \leq 27h, \quad (12)$$

which is equivalent to a correction of 1% according to Eq. 11. The high accuracy of Eqs. 8 and 11, despite their simplicity, is demonstrated in Fig. 9, which shows $l$ from the detailed tracer tracking simulations and the predictions made by these two expressions. A similar analysis of the upstream distance ($x_{max}$) to the location that contributes the strongest flux signal revealed that $x_{max}$ is virtually independent of $H$.

Estimation of sediment surface roughness parameter—Of the three parameters in Eqs. 8, 9, and 11, the water depth ($H$) and the measuring height ($h$) are usually easy to determine. The latter is in fact among the standard output parameters from the latest versions of some acoustic Doppler velocimeters. On the contrary, the sediment surface roughness parameter ($z_0$) is more challenging to

---

**Fig. 6.** (A) Coefficients $a$ and $b$ (filled circles) from the linear fits of footprint lengths ($l$) in Fig. 5A as a function of measuring height ($h$). This presentation of the coefficients allows $a$ and $b$ to be fitted (lines) by a second-degree polynomial and a line. (B) Same as panel A but for the upstream distance ($x_{max}$) from the measuring point to the location with the largest flux contribution.

---

**Fig. 7.** (A–F) Length of footprints ($l$) as a function of water depth ($H$) for six measuring heights ($h$), three sediment surface roughness parameters ($z_0$), and two air-water exchange coefficients ($k$), one infinitively large (lines with open circles) and one equal to zero (lines with filled circles). For the latter and below certain $H$ values, $l$ increases dramatically and falls outside the scale used here. Only $l$ values independent of $k$ are used in the further analysis.
assess. However, eddy correlation measurements usually include high temporal-resolution recordings of all three velocity components (\(u_x, u_y, u_z\)), from which \(z_0\) can be extracted as follows. The friction velocity (\(u_\ast\)) in the turbulent flow field over the sediment surface is defined as (e.g., Stull 1988; Garratt 1994; Dade et al. 2001)

\[
u_\ast = \left(\frac{\overline{u_x^2}}{\overline{u_z^2}} + \frac{\overline{u_y^2}}{\overline{u_z^2}}\right)^{1/4},
\]

where \(u'_x, u'_y,\) and \(u'_z\) are the fluctuating velocity components in the \(x, y,\) and \(z\) direction (Fig. 1), within the assumed constant stress layer (Eq. 3), and the bar symbolizes an averaging over time. It should be noted that the contribution to \(u_\ast\) through the term \(\overline{u_y u_z}\) is often small and can be neglected in channel flows.

The separation of measured quantities (e.g., \(u_x\)) into time series of fluctuating components (e.g., \(u'_x\)) and time series of mean components (e.g., \(\overline{u_x}\)) is a common practice in analysis of turbulent motions (e.g., Stanišić 1985; Boudreau 1997; Dade et al. 2001). Further, the estimation of \(\overline{u_x u_z}\) and \(\overline{u_y u_z}\) is essentially equivalent to calculating the eddy correlation scalar flux, \(\overline{C u_z}\) (Berg et al. 2003), and it can be done in a two-step process as follows. First, assuming time-invariant conditions, i.e., where no change in size or direction of the current occurs, a coordinate rotation is performed on the raw velocity measurements. This rotation eliminates errors due to so-called sensor tilt and aligns the mean current direction with the \(x\) axis, while the mean velocities in both the \(y\) and \(z\) direction (\(\overline{u_y}, \overline{u_z}\)) are nullified (e.g., Aubinet et al. 2000; Lee et al. 2004). This orientation is in accordance with the coordinate system adopted here (Fig. 1). Since \(\overline{u_y} = \overline{u_z} = 0\) after this rotation, \(u'_y = \overline{u_y}\) and \(u'_z = \overline{u_z}\), and the remaining variable in Eq. 13, \(u'_x\), is calculated as \(u'_x = u_\ast - \overline{u_y}\), where \(\overline{u_y}\) for example can be defined as the simple average of the entire time series of \(u_y\). This particular definition of \(u'_x\) removes the simple means from the measured data. Other procedures exist to isolate \(u'_x\), for example, through linear detrending of the measured data, or more advanced, through filtering the recorded data (e.g., Aubinet et al. 2000; Moncrieff et al. 2004).

With \(u_\ast\) known, the sediment surface roughness parameter (\(z_0\)) can be calculated as the only unknown in the

Fig. 8. Data from Fig. 7 (filled circles), after normalizing the lengths of footprints (l) with l values for a water depth (H) of 15 m and H values with the measuring height (h). This presentation allows all data from Fig. 7 that are independent of the air-water exchange coefficients (k) to be described by one single exponential fitting function (line).

Fig. 9. (A–F) Test of the simple expressions (Eqs. 8 and 11, lines) for the length of the footprint (l) against all simulations (filled circles) from Fig. 7 that are independent of the air-water exchange coefficients (k).
Eddy correlation measurements

As an example, we applied the described equations to one of the sites we visited during our first eddy correlation measurements (Berg et al. 2003). These measurements were made in the Wümme River near Bremen, Germany, where three 10-min time series of \( u_x, u_y, \) and \( u_z \) were sampled at a frequency of 25 Hz for \( h = 0.15 \) m and at \( H = 1 \) m. After coordinate rotation, which was practically the same for all three time series, the mean current velocity \( \langle u_z \rangle \) averaged 0.143 ± 0.002 m s\(^{-1}\). The calculated values of \( u_x \) and \( z_0 \) are shown in Fig. 10, as is the length of the footprint \( l \) estimated from Eqs. 8 and 11. For comparison, estimates of \( u_x, z_0, \) and \( l \) based on linear detrending and filtering through running averaging of the same data are also shown. In all three cases, the relative standard error of \( l \) is <10%. It should be noted that the term \( \overline{u_x u_z} \) in Eq. 13 only contributed 0.5% to \( u_x \), revealing that this river site, at least in some sense, can be classified as an ideal channel flow.

**Evaluation of derived expressions**—The potential uncertainties associated with using the derived expressions rather than performing detailed tracer tracking simulations are insignificant (Figs. 4, 9). In comparison, larger uncertainties are likely to arise from the assumptions that the tracer tracking simulations are based upon. Of these, the expressions for the eddy diffusivities (Eq. 2) and the isotropic nature of the turbulence in the near-bottom flow are expected to be the most critical, and we examined the effects of these assumptions in detail.

A number of alternative expressions to Eq. 2 exist for the vertical eddy diffusivity \( E_z \). For example, atmospheric and marine boundary layer studies have used an eddy diffusivity of the form \( E_z = \kappa u z \exp(-z/l) \), where \( l \) is a characteristic length scale (Businger and Arya 1974; Long 1981; Wiberg and Smith 1983). In this evaluation, we use \( l = H/2 \). Other studies have found that \( E_z = \kappa u z \exp(-[z/H] - 3.3[z/H]^2 + 2.2 [z/H]^3) \) yields accurate velocity profiles for channel flows (Long 1981; Gelfenbaum and Smith 1986; Wiberg and Rubin 1989). The deviations of these two expressions from Eq. 2 are rather large at some depths, with a maximum of 27% (Fig. 11), whereas the depth-integrated means of all three expressions are similar within 3%. The effect of these differences on the footprint was determined in a sensitivity analysis where the three expressions were used in additional tracer tracking simulations. Presumably due to the comparable means, the same footprint was predicted within a few percent (data not shown).

The assumption of isotropic turbulence in the near-bottom flow is rather crude since cross comparisons of longitudinal, transverse, and vertical eddy diffusivities \( E_x, E_y, E_z \) typically reveal differences in size of several factors (e.g., Fischer 1979). However, a first-order estimate of sitespecific anisotropy can be attained directly from eddy correlation measurements that include high-temporal-resolution records of all three velocity components, \( u_x, u_y, \) and \( u_z \). The key assumption is that the \( E_x \), for example, can be approximated as \( I_x \sigma_x^2 \), where \( I_x \) is the integral time scale of the fluctuating velocity in the \( x \) direction, \( u'_x \), and \( \sigma_x \) is the standard deviation of \( u'_x \) (e.g., Raupach 1988; Hsieh et al. 1997). A similar assumption is made for the \( y \) and \( z \) directions. The level of anisotropy for the \( x \) and \( y \) directions relative to the \( z \) direction can then be expressed as

\[
\frac{E_x}{E_z} = \frac{I_x \sigma_x^2}{I_z \sigma_z^2}
\]

and

\[
\frac{E_y}{E_z} = \frac{I_y \sigma_y^2}{I_z \sigma_z^2}.
\]

The value of \( I_x \) in Eq. 15 can be estimated as the integral of the autocorrelation function of \( u'_x \). According to Stull (1988), the discrete definition of this function, \( R_{xj} \), for a time
series of $N$ values of $u'_x$ yields

$$R_{xj} = \frac{\sum_{k=1}^{N-j} (u'_{x_k} - \overline{u'_{x_k}})(u'_{x_{k+j}} - \overline{u'_{x_{k+j}}})}{\left(\sum_{k=1}^{N-j} (u'_{x_k} - \overline{u'_{x_k}})^2\right)^{1/2}} \left(\sum_{k=1}^{N-j} (u'_{x_{k+j}} - \overline{u'_{x_{k+j}}})^2\right)^{1/2}.$$

$$\overline{u'_{x_k}} = \frac{1}{N-j} \sum_{k=1}^{N-j} u'_{x_k}$$

$$\overline{u'_{x_{k+j}}} = \frac{1}{N-j} \sum_{k=1}^{N-j} u'_{x_{k+j}}.$$  \hspace{1cm} (16)

where $j$ and $k$ are indices. Thus, $R_{xj}$ is computed for $j = 0$ to $j = N/2$, and the result is integrated from $j = 0$ to the $j$ value where $R_{xj} = 0$ to give $I_x$. Integral time scales of the fluctuating velocities in the $y$ and $z$ directions are calculated the same way.

As an example, we applied these equations to the Wümme River site for which we had previously estimated the sediment surface roughness parameter. The three 10-min time series for each fluctuation velocity component, $u'_x$, $u'_y$, and $u'_z$ were obtained by coordinate rotation followed by removal of the simple mean as described above. The levels of anisotropy, according to Eq. 15, were high and practically the same for all three time series (Fig. 12).

As a second step, we investigated how different levels of anisotropy influence the size and shape of the footprint. This was done first for the $x$ direction and then for the $y$ direction (Fig. 1). One can argue that the largest effect of anisotropy on the footprint in the $x$ direction should be expected at a large sediment surface roughness ($z_0$) in combination with small current velocity ($\overline{u_x}$). For that reason, we chose an end-member combination of these parameters used in our previous analysis of $z_0 = 0.01$ m and $\overline{u_x} = 0.01$ m s$^{-1}$, equivalent to a friction velocity of 0.00151 m s$^{-1}$ (Table 1). In a sensitivity analysis, we

Fig. 12. Estimated levels of levels of anisotropic turbulence for Wümme River, Germany (see Berg et al. 2003 for details) shown as the longitudinal ($E_x$) and transverse ($E_y$) eddy diffusivity normalized by the vertical eddy diffusivity ($E_z$). Error bars are 1 SE ($n = 3$).
imposed different levels of anisotropy in the $x$ direction of up to $E_x/E_z = 16$ and found only little effect on the footprint relative to that of isotropic turbulence (Fig. 13A vs. 13B). The difference in location of the upstream border of the footprint was barely visible, and the downstream border changed only slightly. These results suggest that anisotropy in the $x$ direction is not important for the size and shape of the footprint.

In another sensitivity analysis, where we imposed different levels of anisotropy in the $y$ direction, we found a clear effect on the footprint (Fig. 13C). Whereas the length of the footprint was unaffected due to the dominant role of advective transport in the $x$ direction, the width increased notably as the result of the increased mixing in the $y$ direction. The relative increase in width can be estimated as $\sqrt{E_y/E_z}$. Additional simulations for other combinations of sediment surface roughness and friction velocity revealed the same relative increase in footprint width.

In summary, we believe that the derived simple expressions for the length ($l$) and width ($w$) of the footprint and the upstream distance ($x_{\text{max}}$) from the measuring point to the location with the largest flux contribution are valuable tools for planning and interpretation of subaqueous eddy correlation measurements. Our analysis further suggests that $l$ and $x_{\text{max}}$ are not, in a practical sense, affected at even high levels of anisotropic turbulence. In contrast, $w$ is affected, and we have identified a simple correction for this parameter. Finally, we described methodologies for estimating the sediment surface roughness parameter and the level of anisotropy in the turbulent bottom water directly from eddy correlation measurements. The field conditions we considered in this study include a broad variety of water depths and sediment surface roughnesses exposed to different unidirectional mean current velocities. We further limited our work to field conditions with negligible influence from surface waves and insignific water-column density stratification.
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